**Bài 4: Chuẩn hóa dữ liệu**

**Link tham khảo thêm: https://vimentor.com/en/lesson/tien-xu-ly-du-lieu-trong-linh-vuc-hoc-may-phan-3**

Bước tiền xử lý dữ liệu như một bước bắt buộc trong rất nhiều bài toán.

Điều khó khăn là mỗi thuật toán lại có những giả định về dữ liệu khác nhau nên nó cần những bước chuẩn hóa dữ liệu khác nhau.

Nếu chúng ta làm tốt bước tiền xử lý, thuật toán Máy học sẽ được cải thiện hiệu quả rõ rệt.

**4.1 Điều chỉnh tỉ lệ (Rescale Data)**

Dữ liệu gồm nhiều đặc tính (cột), và mỗi đặc tính thì lại có các đơn vị và độ lớn nhỏ khác nhau. Điều này tác động tới tính hiệu quả của nhiều thuật toán, ví dụ thời gian thực hiện, quá trình hội tụ, hay thậm chí ảnh hưởng cả tới độ chính xác của thuật toán. Chính vì vậy, người ta thường tiến hành điều chỉnh dữ liệu để các đặc tính cùng có chung một tỉ lệ (data scaling) . Và thường để các đặc tính có giá trị trong khoảng [0, 1]. Kết quả sẽ giúp cho nhiều thuật toán quan trọng trong Máy học sử dụng kĩ thuật Gradient Descent (sẽ đề cập sau) hội tụ nhanh. Việc điều chỉnh tỉ lệ thường dùng công thức sau đây (giả sử chúng ta đang làm trên một cột dữ liệu số cụ thể, gọi là *F*):
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Trong đó : x’ là giá trị sau khi điều chỉnh; *x*: là giá trị ban đầu trong cột *F*,

 min( max): là giá trị nhỏ nhất (lớn nhất) của cột *F.*

Công thức (4.1) trên được cài đặt trong lớp MinMaxScaler [4] của gói preprocessing trong scikit-learn [3], một thư viện mã nguồn mở dùng Python được dùng rất phổ biến trong cộng đồng Máy học. Chương trình (4.1) sau sẽ cho kết quả giống nhau giữa thư viện và công thức (4.1).

Chương trình sau sẽ minh họa cho việc điều chỉnh tỉ lệ dữ liệu:

**01. from** pandas **import** read\_csv

**02. import** os

**03. from** sklearn **import** preprocessing

**04.** duongDan = os.getcwd() + **'\data\iris.data.csv'**

**05.** tenCot = [**'sepal length'**, **'sepal width'**, **'petal length'**, **'petal width'**, **'class'**]

**06.** duLieu = read\_csv(duongDan, names=tenCot)

**07.** maTran = duLieu.values

**08.** X = maTran[:,0:4]**09.** y = maTran[:,4]

**10.** dieuChinh = preprocessing.MinMaxScaler(feature\_range= (0,1))

**11.** X\_dieuChinh = dieuChinh.fit\_transform(X)

**12. print** (X[:3])         # In ra 3 dòng đầu của X

**13. print** (X\_dieuChinh[:3])        # In ra 3 dòng đầu của X sau khi điều chỉnh

**14.** max = duLieu[**'sepal length'**].max() # lấy giá trị lớn nhất của cột

**15.** min = duLieu[**'sepal length'**].min() # lấy giá trị nhỏ nhất của cột

**16.** x11 = duLieu[**'sepal length'**][0]    # lấy giá trị cột đầu tiên, hàng đầu tiên

**17.** x11\_dieuChinh = 1.0 \* (x11 - min) / (max - min)

**18. print** (x11\_dieuChinh)

**19.** X\_banDau = dieuChinh.inverse\_transform(X\_dieuChinh)

**20. print** (X\_banDau[:3])           # In ra 3 dòng đầu của X sau khi chuyển ngược lại

Chương trình 4.1: Điều chỉnh tỉ lệ của toàn bộ tập dữ liệu về [0,1].

Một vài chú thích thêm cho Chương trình 4.1:

-          Từ dòng 01-06: là kết nối tới tệp dữ liệu hoa Ailen

-          Dòng 07: chuyển toàn bộ dữ liệu từ DataFrame sang mảng dữ liệu nhiều chiều (ndarray)

-          Dòng 08: tách các đặc tính riêng ra, thường đặt là X (lấy các cột 0-3)

-          Dòng 09: tách nhãn riêng ra, thường đặt là y (lấy cột 4)

-          Dòng 10: thiết lập chế độ điều chỉnh dữ liệu với kĩ thuật MinMaxScaler

-          Dòng 11: Biến đổi X, dữ liệu sau khi biến đổi được lưu vào X\_dieuchinh

-          Dòng 12 và 13 để in ra dữ liệu trước và sau khi điều chỉnh

-          Từ dòng 14-18 để kiểm định cho công thức (4.1)

-          Dòng 19: chuyển lại điều chỉnh

-          Dòng 20: khi in ra để kiểm định X = X\_banDau

Thực thi Chương trình 4.1 sẽ cho kết quả

*[[5.1 3.5 1.4 0.2]*

*[4.9 3.0 1.4 0.2]*

*[4.7 3.2 1.3 0.2]]*

*[[ 0.22222222  0.625       0.06779661  0.04166667]*

*[ 0.16666667  0.41666667  0.06779661  0.04166667]*

*[ 0.11111111  0.5         0.05084746  0.04166667]]*

*0.222222222222*

*[[ 5.1  3.5  1.4  0.2]*

*[ 4.9  3.   1.4  0.2]*

*[ 4.7  3.2  1.3  0.2]]*

**4.2 Chuẩn hóa dữ liệu (Standardize Data)**

Nhiều thuật toán trong Máy học giả định rằng dữ liệu đầu vào có phân phối Gauss.  Chính vì vậy, khi chuẩn hóa dữ liệu về dạng chuẩn phân phối Gauss:

+ với giá trị trung bình bằng 0

+ và phương sai bằng 1 (người học có thể xem ở [2]). Nhờ việc chuẩn hóa, các thuật toán như *linear regression, logistic regression* được cải thiện.

Công thức để chuẩn hóa dữ liệu:

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAATgAAABqCAYAAAAoTk0iAAAAAXNSR0IArs4c6QAAAARnQU1BAACxjwv8YQUAAAAJcEhZcwAAFiUAABYlAUlSJPAAAABhaVRYdFNuaXBNZXRhZGF0YQAAAAAAeyJjbGlwUG9pbnRzIjpbeyJ4IjowLCJ5IjowfSx7IngiOjMxMiwieSI6MH0seyJ4IjozMTIsInkiOjEwN30seyJ4IjowLCJ5IjoxMDd9XX0AbXJ0AAAj9UlEQVR4Xu3debAcVdkG8AZkURGUTREFFAVBRNkMiyIoS0RAQIpC0VKiQIn8YZSiQCj4+AMoLEDRQiiR3VCAssUoKIioSDSAa1whiQu4K7vs5Mvv5L7SaWZu5t7bc62ZvE9V19w73Wft8z7ned9zume5hYtQJRKJxBBi+ZHPRCKRGDokwSUSiaFFElwikRhaJMElEomhRRJcIpEYWiTBJRKJoUUSXCKRGFokwSUSiaFFElwikRhaJMElEomhRRJcIpEYWiTBJRKJoUUSXCKRGFokwSUSiaFFElwikRhaJMElEomhRRJcIpEYWiTBJRKJoUUSXCKRGDP80sFTTz1VPfPMMyPfjA3STSR9r8jfZEgkEmPCX//613K84AUvqNZee+3qJS95yciZ3vH4449X999/f/Wb3/ymet7znldtueWW1corr1ytsMIKI1e0g1RwiURiqaCDnn766UJsv//978vxwAMPVE8++eTIFWMD5fbEE09UCxYsqH72s59VP/3pT6v77ruvlNEmkuASiURPeOyxx6qbbrqp+t3vfle9/OUvrzbZZJNqzTXXHDk7Nqyyyioljx133LEot09/+tPVL3/5y+rRRx8duaIdpIuaSCRGBbXFlfz2t79dlBxi23rrrasXv/jFxb2cCB5++OHq17/+dfWd73yn/L3VVltVe+65Z8l3+eUnrr9SwSUSiVHxj3/8o/rJT35S3XjjjdVqq61WvfrVr67WWmutCZMbrLrqqtVrXvOa6m1ve1v1hz/8ofrRj35UzZ8/v8To2sDAEpyZpHkkEon2EHb185//vLrjjjuqv//979Ub3vCG6rWvfe3IFe3AIsUWW2xRFCGSQ6QPPvhgKzY9sAT3q1/9qvrmN79Z3XDDDdVdd91VPfTQQyNnEolEG4iFgO9+97tlUeGtb31rtfrqq4+cbRfU4E477VS96EUvqq6//vrqz3/+cyl7ohi4GJxVG6s3V155ZTVnzpxqxRVXrN73vveVmAD5nHgWcWv/8pe/VH/729+Kq2Fpfo011qhe9apXVa94xStKgFfsg1tw7733loG22WableCxQHA/oX6MyOqZ1TmztriLOin7P//5TzkEnm0jeP7zn1/961//Ku2Qxj6qDTbYoASrzf4B19x9990lKP6yl72sKI7llluuHJ1gPP373/8u6dSHe6Ru0lEXti6om3Jd52/XrL/++kV5+B8BMEpbJzbeeONqvfXWG8l9MaKt+l9blVlvqzY+8sgjpb1vetObqpe+9KUjKRdDWu11j9xLxq9e8lUXfcBtZAPuobZ2i2GxIeWphzL9rw3aKh9bP+ShrhYUTjrppFLOYYcdVhYFnK9D3eShXjHWou9f//rXlzqpCxEi3vbPf/6zuKbbbrttuafaYfXUGLzwwguryy67rDruuOOqd7zjHcUdnghW+L9FGPl7IOCGCHhedNFF1de+9rUy6HTE6173utb30AwDDEwuxg9+8IOidg2eefPmVS984QsLyemzP/3pT9U3vvGN6oorrigrWb432BlrvxAGz9Cp8dtuu6268847y7YBRsKQf/jDH1bf//73yzmu0UorrVSupSjce4Fp3zG4utExShOg65QjrXY2CY5RMURkGG4Yb2D27NnV7bffXvKMQPo999xTzgu0X3vttdXNN99c8nvzm99c0vjuy1/+chmbJg5xpUC9rc67F9FWpChvsafvfe971a233lommFe+8pUjqRcTCBJDHPpDHdwn6efOnVvSIUblmPCRifZ2sgckqR4IWRvlo068IfkjXGXL549//GN1zTXXlDJ9N23atDIu9Ecd8lS+7R7uyVVXXVVdd911xTY32mijkgYBIjDjT1/5e4cddigEF4SM9BAgFxX040Td4YEjOLOspWqD3g3cf//9S4DSbNFthl6WoU8MIoPFYNNv4hwGJZcD2TFoA9R36667brX55ptX66yzTknXLyiLCrvgggsKcSBTq2cGvbINdIbF+K3abbfddsXIuEiMxXkGRR0wAkouwFB/8YtflLYyHu1B6E3DRC5I/+tf/3ohur322qt4AuolLZVDSW244YalftwneSNPasmkqq4mB3VFrManPN74xjeOlLKYSCkkkzIiQ8pTp04taohi+u1vf1vSuy/Un7a6D4FYaTzllFMKMVLXH/rQh0pf+Vu6W265pRAfotZW/dTJo3G/Ecj5559fSFhZJgATinr4fMtb3lLai4RMeshQWw888MBCfN3sjGegv5SrHvoRaRl3EVKSr/vAXpUd/wNiVgdtpJQ33XTT0pcTwcDF4NxsM4/O4yK8853vLIOhmxxflmEgOqgQBGDA+EQuMXNTSwbYNttsU+2zzz7V7rvvXshQfxrgCGC8h9ncQG/GUvyv7BkzZpTBzOC5K4xb/RgJt43SQGa+ZyjUBYNmkMiOsqE+kUcdyGfKlCkljXYwoub4QI5U4MyZMwshcDW5Q0EsiIy3gJxMpPLSj+rAdUNs+lY/qvOuu+5aHXDAAdW73/3uJdwqbWW01B0iVw+qD2kjToaurdw3Kg1ZI9I6ECfVgwSl58K6jtJGkAgl3F6qUx81Jyf5uxdXX311IVlp1QH5SGOCY1PaTAmC7xCiftZH2t7sR9AP7iGCQ5oI0t/I3upr2Kt+QurGmf7SzlCZ8pC3fqb4qD/p9V/UZzwYKFYw2DG7GwUxs+vMRHcYfAY8Q0AWZnczNYOjUvSjAO/ee+9d3H0EZ+Bxgcz24z24TlyoJsEhD+eoCMYjvqZ89TPIHYzJoDfgEVoYPQXBKB0IR17NBSYGy5C0S1uQkXSA3BEUtcPYuafIcJdddilEo18oO9chUWWE8WkHped/Y8534kk777xzdeihh1Yf//jHy4GAAlYeuaRf/OIXC4Fpq+vlK728oq1IRFtDeYVrS41yFRk8JUV5R5q4BhAmFUyxIrkAu9EmSpXrKB9xa6QuH31IpekjxGfCQ+wIDnEaCyaJbtAOaRzGljGGuJWL3BGqPJCa+0wpv/3tby/3NNRbwD2Qh342cSHcaN94MFAEZzBRFQaNG22m6DarJJ4Lg4y6oJAMXurJgGJ0QQABAw9RMJbxHghGsL05iJELd4Xi2G+//cqgZ6wBRIBokK/BLiaF6OpAEIjLTN8kOESExKgJ7Q2VAIwGuYqhmSwPOuigMpZMALwDqpLqYKSICGkE1InLjFSMRWm4ieEOaqu+rZMB19GqIFIxgSDSelvVFfm4H/LQ1iA4cF4bxcOUpwyqLdqkDz3m5NN56rV5L6mnH//4x2VCMdkRBdQ8QkVAyNNkRhVyneUTBKNv2dhoBNeEuvGuEJg+019UGdJrjoUmnDcm9ZE2Id9lhuAMLr48QjNLcmt0Zn3AJLpDXzFYRuhvA5AxGejNPjTQGNP2228/7oPby2hiUJuNBeS5Wga+e4hIqA3lOxgDY+fC+p/LyDiaRqvujNm1MdNLC4xCDM0KnlhY5O3aiCv5lDdVIZ0FCSqLy67eH/nIR0rd9U2AO0zpGH8OxKY/GaQ2Ig/1dE5Z1KFFA+RkEtFWda63FYkjGX93aqu83CtlUKP6SjlAISFO8TnlS4/8Ir08HWKsXHFESrV5WsAEQNGJH1JpXGvKKu6X+iM3Sk5+UebSEG1DcCZIdTTegnidGw3KRrDa7Z6ahNRhvBgogqPc3Awzs4E70SXkZQ0GF9eKGvK3gVQ3poBzBhpjom7Ge7hPDE5eYLAiHvEv4KYY/HXjYVjuMaNXP0ZNQTDyOiJWEwF8xsiYqRWGjOQQClc24BziRGbSSI84lOd7hMRFE4d817veVYxS3YMoEBWCUxdkom7yiPbVgUCsAlNX3F2uv77o1FYxNm3kEjfbGvdBvRCqelBXVA3CVWdKR38jL9fGPXUNkhADM6kA0lGGiUb8UD3lLX5IjRofyo82g/GwNGJqgsI2CcmD+uuVIGPyUJ5+a4Y3xoqBIjiui0HvZpDynQZWojsMNkalH82sVt8Y/WSBMYt7UW/IAZE046eMFgEiE+cEpjvBOGBEjJFryVC1T1oEx1iRZ53AeQDit65HbIjh4osvLiREiR1//PHVEUccUdIyyLpRy1ud9BkDpFCpsm4wGVsY0B5KmOuHMOtQT/WVp7aoQ5NI/E9VibuZIGJrCZL71re+VRZyEOMhhxxSFJi6BZCDvkbK0upPHpD4KDfcYof2HnnkkcVlrYcBkKnr5WesjJVoKFN1RFL6gNLsBcoKAneP1WOs5FrHQBGcJeMPfOAD1R577FEGjYZPpPHLEgwcqkXQn9oRDzHwDPzJAIJQLneKsVAaoc7iPDWGgMStDHL3mKvTCQiKQnD/XStORc0waN+FwdbHB9JBEPqCcYu/2Wa02267/XdzrTThSkVa+SMJ6Z1zLVKpE0Id2oJEqUJpqTzXq3Oc11aLB2KBJh3qrklwUQcEZ/HApE6Zil+K6yEfSvPkk08ucUx9Wq+3icwqqHuMQClmK5jcUa65OKlxQGERC/Wy/a99FB/0SnDa7T5otzy0FYG7P71AnU08+kf5oSjHi4EiOLO5gcn1wOyJ3mGQIzdALPrSrGrgMTADkTtjgPYDSAXBiXExTLE/R6hwA5vbRGEwCDM4guMKSsfA6sFmxMgA5OW8NJ5sYaTIxAJE0y1C8NrLeFxDgYnjitUpCwHJj3G61nWgf7jMFhaMOyu0iKGb26Wt+pFiVR9p6m11HgloK8JVTsTPpGu21XlplKeOSNb9EgJAWhYv3M8g0IA06iBPJCakw43Vbm1G6FSSsvShdgeQijT6xXl94FO53aCe+og6ROrKMwm5NyYHaSMvdeqUl3Gg72OMyMff48VAEVyidxhI9YMC4dJQwRQw4zCgKQKDjyvhbwbRDxi4CFSZjErw3gCPQW/WpkooDobMwCLozrWU1nUB1zBAgx95U0vcNSrIto9OYPBcJ2UiEUfUIQ5Gyt2lBF0Pyqa2lEPRWAmllrpBWxmwsjq1FZm4FxF70waEKU9tldZ1kYYbG09JUHPvfe97y+qzVV7/S19XXwF5qIN2aJe+9xn5Rn3UV7naXYe6I07p3R9jRBqop4+6yp/7LPZIHYo7mkj0pbHlOnkhwfg/EPnJA8Eh65gYJkJwA/ckQ6I3cPUEkQ1wMSaDivHbukEBGLCxq94AEotzLdJoxoraAMJCpAa/AUxhUU8Mjjqivhg7EnGdwR+bdbm1yM5gD0NGAozSUy0UgfwOPvjgEmzvtCoMDE0cjXpSH3lTMv5m5NSlLSxUHiLj1lFd0n31q18tK68C8h/+8IfLuXp8rw75Ucfaqp8Rl60ZCELZvpevcyYUbdUXDFpbkZ2/tYHR29byla98pbSX4kN4CEJ/UUjdlKS+1TfGgj5GrFz3CA04h2StsiJx/VuPiSIb3yNWfaUNSC8UpPGC+B3GkHzUy5NF+sk9ioUQ7ZGHBQ/pqVVjrX6fTDjyMFFZyY5HMCeCJLghA2NhSJb/KSID2CBFALHKxiAMJlsYEIqBbAAiEYeB2DYYgHogL0Zg8DMwBus7pCD04BxXlfFTD8iW0XGV6ls2GBdCsjrIFWJUYmnaIa9O0C/aTSXKX9sZPQOkcJGNvkBulAcD1J/qeMkllxTCsMVC3I6RdiJR0FZti7YidPWNtkpHQSNS90ddlFdvq3uARPQTAuHOaptr5UMpSe+8ulA8TaJTjnOuRdIIUp4mO26jdkd93HdjpHnv/W+i1HakFDE7SkzbYlN3LHy4Blm7V/raPeey6mf9L62JVhuRfPShfkaGyByBW0hEqOo0ESTBDRkMFIPPaqVHkQwWW2oMOrN3GAMScI5Ru15cBgF2C+q3AYOZkTIMJGO2ZqwMW5CcW8MQGT13CdEgAo/jNWd7iss1rhU0f8973lPc2W7kBlSXa7RZHaSlYpEHA5W/elB1rkVUjBT56UuqRPyNsqzXpROcp66QEOVne4y2Kp9rqQzkQh0hLROPLS3aihzcR4SBlKhBRGNxg/KitpET4pC3+4lY1LleLwSiPHnpL+VTchS9tiM55VqhNblIX4d8EZEJBymqp3ojYf1CDXskD8Gpj74x0chT3ylffY0zkxGCsyjCizAO6nVFoPrImFDO4YcfXsZrN3XaK/KV5UMGt9OANiiRhUGFJGKFMK6hKFzDWAxExsUYDOp+IWZ0ZGLAM1zKhXEiOe6P79XbdepMMYTbVDcIpEwZMXDXUSB1RdAJ0W5lIC1GKx8um/IZnbJiAgB9SX0oh7E6r05Lg3ypK2U5EJ22hlLSVkSLwEJhRxwOXI94ubPS2bqifZSh/LidVlMRpEnrtNNOKy5dU4GBiUBZ2ky1Ig19rr3uuUPbkFIdQQ0mAQSvvM9+9rNlslQXfYnY5M29pbhNSkFKxp62UYDuvfKoN3VU5zqQuTYgYPfjox/9aJlsR5uwesGkEpxGagjoUEcnGFQY3ayjI/tpdMMKfW2A6Uv9px/rcNudZ4jA4EYjhzbh3jIOg9+gZxBhXOqjXurn+2a9A847tNM13a7rBqSFLJSlDto/UWPqBG015pEdEqgTSfR/p7aKVYn7IVR77qisgHqbJLhzQhHIBznsu+++RWV2grKiz91ndVFmL21GisjNnkFvFPGIJMUH8tSGGGNNkjT+tF+ZcZ+a48xEhXzlT6lbBON1UMATRV9dVA13MyJwTNJyTczQ3TrFwAsXRqN1DsZ3I5qdl+gO/WWWrJNHHQZZXOOYLHID9VEv97U54Ot1Gu1+S+PoZFS9ANEoPwy9X2Or3tZmPzvXqa0Iz6ILg7diy9iprGiz/Cg9qo99WZG1fYoKp2Y7Qf7R5qhLr22OyQ9JUpbuEbWpHg75+q7etoDvoo2driFi8AKVKH+r/PboybdTfmNFf+7qCBCbh3wFaD/1qU+VN4Iecsgh5cV5n/nMZ8osFYou4Pqzzz67bOh17ec///kSL2hel0gMK6geio9KE0LoNvapHWSFYLhzvbjO44Uwh+0piId7TD1SgxNFuNu4QGxSDLRN9FXBuTlmGEFTM46bpjG+dxN9L7jtRonHCDCajTTWiorZwizlFTJiBv1wVdWDahRwFc9QbpsHNWpGphQSiV7BHsS2jE2kItjv01hCLFRPLFxYRebWITmKth+gvig5NktZieuFemO/YwXlJgZqWwwCt8DFzilVyrIN9QZ9jcExbj46YhKLsG2BcnNTdBRf/nOf+1xZvaHS4p1X0pCr3FoNt6nRZxs+eRNcZURksHg/WptwkxCbWUkAeLJhAJlQ+niLE30CG7GNxxYRe8E8yyqAz/iRnvANNxY52LriMa5YjOknCAK2ipi4w8h1PMqRjbNveSFIW0JGIzZ9gOTHir4SnM6QfVQaifhRiVmzZhXjE1vwjnYkQ7VZbraJUmOls1xslnDjuvn4E4UBwi3+0pe+VOrSJtwwN98DzUcdddTIt5MHS/ietzRZJAYLbIcocBhHYlgx/tlGnPd3xCH7YR+dEGUrcyLlqrt8pGffo4EQEtoaKyZ1FRVbMzpLzWYoj5mcfvrpxT3kjlotstcnZgQrZHFz+wVS2Sx5+eWXl7edtgl1N+uKJ9rXM9nwvi97xAyiRGKQce65547LhiaV4Kg2mxOnT59e9saIr1EYCMxeHz+kIWi6NDZvE9SNvUjcUxsg24SZiVtNkbYdPO0FSXCJYcF4CY5MnDQsUmQL582bt3DKlCkLF5HYwkXSeuGaa6658Nhjj104d+7chYvIZuTKRBuYNWtW6We3OY88BvlYRHAjo3ps6Os2kSYoMwFFqz3iapSbwCFX1XdcukQikWgLk+qigr1xp556anGfxN48l3bMMceUHdKJduH9b35nQFA4kRhkCGXZdTFWTDrBWRm1YukxFPE4z52dcMIJ1fvf//4Ss5qslaBEIjH8mHSfkJqIDcBWSWO3tr8TiUSiTUyqgrOJ19MCnrHzy0a2jVBsxx57bHmMy0rqZMfhrKJ6XISajFd6twVtsyrs5X22wCQSicnFpBCcImxVsN/MG1jtwrax17YMm3xt7rVFxHaKfj1q0g2x0deP4ra90deiij19Xv3yyU9+cuTbRCIxWZg0uST2Zu+bpxm8EdWL7+IJBc/cebbufxUMVy6item3zQN5+swnCRKJ/w36ruBCvXnOlHLzbCZy8971c845p7iGnqPzRtZPfOIT5blV8TgxOs/c2VYSLwHsBxCbjb6I98477xz5th1wUbXX6s//4lnURH8RjyyZvIVWPIzu4fNOYRZ2EKY2njCMtMozpnI7Ve9oneAQhhvhGVLwBhHvf/OjGV4saGe9h3S9S//SSy8tj0eJU/ndR49t+TveMuApAC7eeB6y7RXqSmnZvmKgtg0uN6Xqka3E4CPUvvHiZRIWyTxm6E213oZhjPNKAsyLDRjT3pRhwg7bGAsQqQfUlcsj8HYd+STZjY7WCc6KKLfMK6DdaIsKV155Zbm5njOlZsxC3nIxc+bM6qyzziqvXvEuqAsuuKCko+r8feihh5ZB480j/UI032fLXVGgrXEkBh/GtonQj1Mbv/Zz+s5jREcffXSZyOpxZGRksvZGXL9h6qWUSHCs4NUQCn71C1l6vpmtUIyJ7mj1fXBuNjLzG47eJY+oEJzVU8TmR0UotDB477Vyw7yyGLmY6biKbqQNwN42Qv30c5aqE5By2j4i78RwwL30BI5XfFFuxjnX1ASNwOKtH6G4vBhSCMTYp/KELOoKbyyg2JBnvMWXGkRy/XwZxaCjVebwIyYIituJ6JCXdz5RYd7hXnfTzGLeH+99Um666xCkrRpuohVVsbfJXlVNLDtAQtSXz16BnKgmYZb4FSrbm4RSEJ1JLfZ3ev2XuLPr/UIUL2a8ZKRc4oAC9GgjcWD130Elcp0Tz0WrBOcGm1WQElcV3AxbQDyxUIfFBL8w5C0bbhpYTfWzZN7JjhT78YLLRAIQAnLjXYxnk7lYGAVHTTVf+mhxjPdyxhlnFFvwOwPIsA2lhSTZiJfA+tWtq666qng+YyHpZQmtuqhmNW/e9BNnft/Rr/xQYhFzaLpqJLfBYXZDdH6Z3I9skPIZW0j0ExSW3+vkZSCnsazUC6fE7xIIwRjrNnML/INN7M5Rc9xW4ZY2PRFqDtGpg7dRI2veEU8osSRaVXCkuhttRdThl3581y0ORcX5MQs/ieZ6yo0rmzcq0S9QbWJiNpw7xMnGqn4QnF99Qy5UGS8FSXIVKULvFrSw4FXidgC0/VsiykRwxAS3VUjIPtJ83PG5aD16z62k5Lif3NVeYPY0+7l+vAHYxLIHRIOcxKOERLiN9cN3CMx1yMdiVvxYyxVXXFHdfPPNZaw677o6fOdAiNJZuUReVvyV5zFDj/ghGB6HYL88/HAxZeha3kun7UFRH/m4jpq0sOZvasz5cKGVK3TjU5o6/GCT14whauWqW2JJ9PVXtRKJfgK5IR+P/dm24VPsS+A9VvCRhckTeVh59EjejBkzisJyjreAGHgYyKIOJCMP7qa0XEKLBoiTakJMFsrEw0zoFspsb/LEjpjzBz/4wRKe4arWgahca2O5hTXPZvsBZyQnXmeSR5ZeJ6a+tqMgVBviEWpAGEcam+i1w44DajLxLFpXcInEZAG5iaHZNB4LVH59TUBfAJ4rKuAf4NZRVNQd0uE+Ig0EWCcOxIkQ/WI8lWdDr+vkjbAQKPdUDJmbGPs0lYW0KDPl+L5T7A2ZcjO5tQgSodmB4MePESry87+2IV8biy1mINw6eDxIjQeEsKm4xJJIgksMJKgvxu8X2ig3xm+BarfdditEhFgoHJ8IRRxMsH/bbbctxINc7E0T/xUro7jkidxCXVmhpJyQlXx33333suJPxSFXRIpUEY34lw3AVJd8kGmnuDMgV6Ec5Gh/6JQpU0pdpfUCCuQsxscFFpN23kJcc+FN2+SDoF3L/VZ/5ScWIwkuMbCglLii1BSCCcNGXlYvuWvhIiICxEY5ScelRIQIy0JY7GmTD9V25plnlnyRn8cLKTz5OOIRKcopCM5WDdtGqC3bpUbb4oT4kJW6cC0RmPrIgwqzf87fH/vYx8rOAocXVMRuhDrUBQGL1yFYrm1T6S3LSIJLDCwoGMTEsKkewX2qjttmNV8QnjJDKAiJ20l9ISHfIzcEgWi4ichNLA/BUUR77bVX2QmArKSXDyKh8JAIYkGi1CFFx02moBAeQuym4KI+PqW1VcoiBRfXSyikl6/8kRoSVIdOC3D6AHHLCylyp3M19VkkwSUGEgwaEXicD0mIXQnUc9Ooow022KDEt+r72xAQlxMJITirn/IBxOW8xQRkKR2X1zamICOkRv1Rdsq0AutAkrEiKm/lq1vkPRoQlLKQGQLTDnkiX8Sr7NEgjbJ8itMhOASeWIwkuMTAQpyL+yi2ZkHhvPPOKyrO22GQAxLyGaDK7r777vK3BQauacDCg7QUFDdvxx13LLEteQSQF7U4f/78QkjSh6pSJgWGBJFWvdylARFyUaM+CM5vBvcC5XOJfap3p+0kyzKS4BIDC4YtjuZ18AL2yMeeMNs6kEYcYnOIh0JDhLFvrU5ClJ8tG9xPys/D8003k/rzVmpEZktJfRO7a+WJaCgoirBXqB+3kgKLvW/xqOPSgHSRayhHLnuQbiIJLjFgQFQMGiEgKEqH2vKon/89RTB79uwSEwslIw3CQHDiVFYmg4yCALl2tmkgGcrNCmuotyBI5GZ1FYEhwboCFCezuEG9BcHFosdooLoQp/aIsyEqStOCRS/QxmgrwufujkU9DjuS4BIDBUTD+Ov722z98JZoBBNbLZBEqCiEY3EBwYlp2dNmIQKZyM9B/S1YsKBc7xw3EVmB84gPudkDhxgtDHBz5YHI6gSHrJDw0iBfxMstVi9xN4Rr865NxEGscXQiTGXJA8GJxXGdk+CeRRJcYqCAaK699tqi1AJcM2Rjr5pYloA/l5M6AiRg+wWVhgQQHEJBghYGEAQV5PrYTlIHl9GmX08oyAuJKAfRRTnUnpig9Ooo36UpOHE/LjPy8gSDPXnISZ6+lx7xui7ie00gb/VHrFZc00VdEklwiYECgqGivDcwAuoMmntGeSEaq5piYqHAguAoP+epM9tJrIa6BqkgPioMYSAVBIW4KD8rm76nyigsK7DhSjpPKaoDcotHpWIrSZBckJXrubrSck2pRvFDG3nFBhGnc8qk5Dwe5lM9lV2HtgeZcpeljz16icXInkgMDJAEokFMSILxh/pCHv5GbBYAbBOJGFq4qM4zfoSEFKSjehxIDzkhQ49JeTrC4082Els15T4iQOldz93lDisXkfle2R6wR3QITrwPCYFrEJU3AHv6ggJFYurAxUaaFKDYnzy1jUuMyJExVdkkrtiaol0WW2w6TiyJfNg+MTCgmhjz5Zdf/t9nTSkvn8jABl0rquJxXphKmVE93Lvrr7++qCWqjNpCCIiF8nMNYkOgSIva8063W2+9tbi/Ngxza+fMmVOIFVFZpLBYYXEjiI/KskAhvRiaPXRcRsSn7vLz4DwXG+Ha3uI1YYhNenVwIFb14Jp6IkNdm24zID8rxhZHpk2bVlxcdUk8iyS4xMCACgqXlEuHdGI1FAHEuwUpGcRSd+mQHULyhINHo1xjBdY1DuflRfnJxyqpaz3JwIW0Oql86hAxRjkILZRV1IMrTIX5lI/FB0CgCNn/lJ58LFaE+yl9PDyPoNVTHWITcBMIndKTxhtNtC/c8sRi9P13UROJtkAFUThUGEJAOFxB3wdxUFxNMnCddFxTf1M5nQiDKSBQLiH3EgFyc+Na6lEcTpyLG+qzE7ifyOeGG26opk+fXl7kSikCNelAYtLXSTigHOAKBwHXweVWvy984QvFnfYG7T322KOQc2JJJMElBgYxVOufCAuQACXViRCa6TpdA3Fenv5u5hffQ5zrBATMbTzxxBOrAw88sKzuUldQzxs65VFvU/0zwHVFol4ThQT9ZCECTfX2XCTBJRItA0FZhEBAFBa1NnXq1LKQQWlOBBYVrL56ZpZ761lc7ix0I9xlGbmKmki0DOqMe2uxw+ool9fmY+TEvRwPuOFWTS2oOMT6YuUUsSW5dUYquESiDwiziicgrJx6p5ttIBZAxgrxQxuAEaU4oJcMxNaRJLfuSIJLJPqIWLSwedeKqwUOK7ZjBQUnthf77uJJiiS30ZEEl0gkhhYZg0skEkOLJLhEIjG0SIJLJBJDiyS4RCIxtEiCSyQSQ4skuEQiMbRIgkskEkOLJLhEIjG0SIJLJBJDiyS4RCIxtEiCSyQSQ4skuEQiMbRIgkskEkOLJLhEIjG0SIJLJBJDiyS4RCIxpKiq/weNcLJIhJHTCwAAAABJRU5ErkJggg==)                                                                  (4.2)

Trong đó  average là giá trị trung binh, và  std là độ lệch chuẩn.

Thư viện scikit-learn cũng cài đặt công thức (4.2) trong lớp StandardScalar [5]:

|  |
| --- |
| **01. from** pandas **import** read\_csv  **02. import** os**03. from** sklearn **import** preprocessing  **04. from** numpy **import** set\_printoptions  **05.** duongDan = os.getcwd() + **'\data\iris.data.csv'**  **06.** tenCot = [**'sepal length'**, **'sepal width'**, **'petal length'**, **'petal width'**, **'class'**]  **07.** duLieu = read\_csv(duongDan, names=tenCot)  **08.** maTran = duLieu.values  **09.** X = maTran[:,0:4]  **10.** y = maTran[:,4]  **11.** dieuChinh = preprocessing.StandardScaler().fit (X)# lớp StandardScaler  12. X\_dieuChinh = dieuChinh.transform(X)  **13.** set\_printoptions(precision=3)  **14. print** (X\_dieuChinh[:5])  **15. print** (X\_dieuChinh.mean(axis = 0))      # tính giá trị trung bình mỗi cột  **16. print** (X\_dieuChinh.std(axis = 0))       # tính giá trị phương sai mỗi cột |

Chương trình 4.2: Điều chỉnh tỉ lệ của toàn bộ tập dữ liệu theo phân phối Gauss.

Một vài chú thích thêm cho chương trình 4.2:

-          Dòng 04: khai bóa thư viện numpy để định dạng số khi in ra

-          Dòng 05-10: giống như Chương trình 4.1

-          Dòng 11: dùng lớp StandardScaler để về sau có thể áp dụng cho tập dữ liệu kiểm tra hay dự đoán giống như đã áp dụng cho tập huấn luyện

-          Dòng 12: Chuyển dữ liệu sang dạng phân phối chuẩn Gauss

-          Dòng 13: Định dạng số khi in ra có 3 số sau phần thập phân

-          Dòng 14: Dữ liệu sau khi điểu chỉnh

-          Dòng 15: Tính trung bình cộng của mỗi cột tương ứng sau khi điều chỉnh dữ liệu. Tham số axis = 0 khi phép tính tác động nên cột, nếu axis = 1 khi phép tính tác động nên hàng.

-          Dòng 16: Tính phương sai của mỗi cột tương ứng sau khi điều chỉnh dữ liệu

Chú ý rằng Dòng 11 và 12, có thể dùng bằng một câu lệnh sau:

|  |
| --- |
| X\_dieuChinh = preprocessing.StandardScaler().fit\_transform(X) |

Tuy nhiên chúng ta nên giữ nguyên vì chúng ta cần đối tượng StandardScaler (ở dòng 11) để áp dụng cho dữ liệu dự đoán (hay kiểm tra) về sau.

Để kiểm định xem tổng của mỗi cột sau khi điều chỉnh có phân phối chuẩn Gauss, và kết quả của Chương trình 4.2 như sau:

*[[-0.901  1.032 -1.341 -1.313]*

*[-1.143 -0.125 -1.341 -1.313]*

*[-1.385  0.338 -1.398 -1.313]*

*[-1.507  0.106 -1.284 -1.313]*

*[-1.022  1.263 -1.341 -1.313]]*

*[ -4.737e-16  -6.632e-16   3.316e-16  -2.842e-16]*

*[ 1.  1.  1.  1.]*

Như chúng ta thấy, trung bình cộng của mỗi cột xấp xỉ 0, và phương sai là 1. Thư viện dùng trong scikit-learn đúng là cài đặt công thức (4.2)!

## 4.3 Bình thường hóa dữ liệu (Normalize Data)

Bình thường hóa dữ liệu là sự điều chỉnh tỉ lệ dữ liệu sao cho:

+ mỗi thể hiện (trên hàng) đều cho độ dài là 1.

Kĩ thuật này rất cần thiết cho dữ liệu thưa (gồm nhiều số 0) trên mỗi cột đặc tính. Điều này đặc biệt ảnh hưởng tới các thuật toán lấy trọng số của các giá trị nhập vào như *neuron networks*, hay các thuật toán dùng độ đo khoảng cách (như k-Nearest Neighbors). Thư viện scikit-learn cũng cài đặt tác vụ này trong lớp Normalizer [6]:

|  |
| --- |
| **01. from** pandas **import** read\_csv  **02. import** os  **03. from** sklearn **import** preprocessing  **04. from** numpy **import** set\_printoptions  **05.** duongDan = os.getcwd() + **'\data\iris.data.csv'**  **06.** tenCot = [**'sepal length'**, **'sepal width'**, **'petal length'**, **'petal width'**, **'class'**]  **07.** duLieu = read\_csv(duongDan, names=tenCot)  **08.** maTran = duLieu.values  **09.** X = maTran[:,0:4]  **10.** y = maTran[:,4]  **11.** dieuChinh = preprocessing.Normalizer().fit (X)# lớp Normalizer  12. X\_dieuChinh = dieuChinh.transform(X)  **13.** set\_printoptions(precision=3)  **14. print** (X\_dieuChinh[:5]) |

Chương trình 4.3: Điều chỉnh tỉ lệ của toàn bộ tập dữ liệu về dạng bình thường (normalization).

Chương trình 4.3 không khác gì nhiều Chương trình 4.2, ngoài việc sử dụng lớp Normalizer và bỏ 2 dòng cuối.

Chương trình 4.3 sẽ cho kết quả như sau:

*[[ 0.804  0.552  0.221  0.032]*

*[ 0.828  0.507  0.237  0.034]*

*[ 0.805  0.548  0.223  0.034]*

*[ 0.8    0.539  0.261  0.035]*

*[ 0.791  0.569  0.221  0.032]]*

Nếu chúng ta cộng tổng bình phương của các giá trị trên một hàng, kết quả sẽ là 1. Đây chính là điều chúng ta mong muốn.

## 4.4 Số hóa dữ liệu (Digitalization)

Rất nhiều các thuật toán Máy học chỉ chấp nhận dữ liệu nhập vào dưới dạng số.

Tuy nhiên, có nhiều trường hợp dữ liệu không được dưới dạng số, mà được ghi dưới

dạng liệt kê rời rạc, ví dụ như: ["male", "female"], ["from Europe", "from US", "from Asia"],

["uses Firefox", "uses Chrome", "uses Safari", "uses Internet Explorer"].

Hay như trong bài toán của chúng ta, hoa Ailen, cột kết quả cuối cùng (class) có 3 dạng:

[“Iris - setosa”, “Iris - versicolor”, “Iris - virginica”].

Để cho thuận tiện trong quá trình xử lý, những kiểu dữ liệu này cần phải chuyển sang kiểu

số nguyên, ví dụ ["male", "female"] có thể chuyển sang [0, 1], và

[“Iris - setosa”, “Iris - versicolor”, “Iris - virginica”] nên chuyển sang [0, 1, 2].

Thư viện scikit-learn có lớp LabelEncoder thực thi tác vụ này [7].

|  |
| --- |
| **01. from** pandas **import** read\_csv  **02. import** os  **03. from** sklearn **import** preprocessing  **04. from** numpy **import** set\_printoptions  **05.** duongDan = os.getcwd() + **'\data\iris.data.csv'**  **06.** tenCot = [**'sepal length'**, **'sepal width'**, **'petal length'**, **'petal width'**, **'class'**]  **07.** duLieu = read\_csv(duongDan, names=tenCot)  **08.** maTran = duLieu.values  **09.** X = maTran[:,0:4]**10.** y = maTran[:,4]  11. chuyenDoi = preprocessing.LabelEncoder()  12. chuyenDoi.fit(y)  13. y\_chuyenDoi = chuyenDoi.transform(y)  **14. print** y\_chuyenDoi |

Chương trình 4.4: Chuyển dữ liệu trong tập đặc trưng sang dạng số.

Một số chú thích cho Chương trình 4.4:

-          Dòng 11: tạo ra lớp LabelEncoder để chuyển đổi nhãn.

-          Dòng 12: nhận diễn các nhãn trong *y*.

-          Dòng 13: chuyển nhãn cũ sang nhãn mới trong đoạn [0, n-1], trong đó n là số các nhãn khác nhau trong *y*. Ở ví dụ của chúng ta n = 3.

Chương trình 4.4 sẽ cho kết quả như sau:

*[0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0*

*0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1*

*1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 2 2 2 2 2 2 2 2 2 2 2*

*2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2*

*2 2]*

Kết quả cho 50 số 0, 50 số 1 và 50 số 2 liên tiếp, lần lượt ứng với ba nhãn “Iris - setosa”,

“Iris - versicolor”,  và “Iris - virginica”. Như vậy là dữ liệu nhãn đã được chuyển sang

số như mong đợi. Vậy là mọi thứ đã sẵn sàng! :-)

## 4.5 Kết luận:

         Tiền xử lý là bước chuẩn bị dữ liệu thường được yêu cầu trước khi thực hiện các thuật toán trong Máy học, nhằm giúp thuật toán hiệu quả hơn. Trong nhiều bài toán, chúng ta phải sử dụng một vài cách xử lý dữ liệu khác nhau, nhằm chọn ra được cách phù hợp nhất.

* Một cấu trúc chương trình Máy học tới lúc này của chúng ta là:

1.      Kết nối dữ liệu (có thể online, hoặc tệp trên máy tính)

2.      Tách dữ liệu ra thành: dữ liệu nhập – đặc tính (features) và dữ liệu dự đoán (label)

3.      Áp dụng các kĩ thuật tiền xử lý dữ liệu cho dữ liệu nhập

* Mỗi một kĩ thuật điều chỉnh dữ liệu đều có nhược điểm riêng:

o   Nếu dữ liệu chúng ta có điểm kì dị (outliers), quá trình điều chỉnh và bình thường hóa (normalization) dữ liệu của chúng ta sẽ cho ra hầu hết các giá trị nằm trong đoạn dữ liệu rất nhỏ. Lưu ý rằng, rất nhiều tập dữ liệu có các điểm kì dị.

o    Trong khi nếu sử dụng chuẩn hóa dữ liệu (Standardization), dữ liệu mới của chúng ta sẽ không bị chặn trong một đoạn xác định, giống như ở Normalization.

o   Trong thực tế, kĩ thuật Standardization thường được khuyên dùng.

**bài tập**

Thực hiện các kỹ thuật chuẩn hóa dữ liệu đã học với bộ dữ liệu wine.csv.

Với mỗi kỹ thuật hiện thị kết quả (dòng/cột tùy chọn) để có thể kiểm chứng đặc tính của kỹ thuật chuẩn hóa đó.